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Figure 10. Average number and size of diagnostic features found on the two experiments. (A) Average 
number of diagnostic features obtained from all variation conditions of the two image sets (i.e. HSD and LSD) 
as a function of the minimal feature size. Minimal feature size was de�ned as the size threshold below which 
features were considered in the analysis. Results on the le� column were computed by pooling across all objects, 
variation conditions, features and subjects participating in each experiment. Shaded regions indicate the 
standard error across all the mentioned dimensions. �e right column shows the same results but only for car 2. 
(B) Average feature size and (C) relative feature size (as obtained by dividing the size of each feature by the area 
of the corresponding car view). Insets show the deference between the values obtained from �• the two image 
sets (with black showing no signi�cant di�erence and red showing signi�cant di�erence at p � 0.05, two-tailed 
t-test).
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on both the HSD and LSD, with signi�cant e�ects (P �  0.05, two-tailed unpaired t-test) on both the accuracy and 
reaction time. However, the result still remained signi�cantly above the chance.

As previously reported in a more generic discrimination task with unmasked objects45, in-plane and in-depth 
rotations seem to depend on a reference-based transformation process. �is process is proposed to transform 
the perceived object to a reference frame in which the memorized representations of objects are stored to �nd 
the best match6. �is might be the reason behind the results of the in-plane and in-depth rotations which pro-
vided a symmetric curve around the default condition for accuracy (Fig.�4A). For the in-plane rotations, the 
performance dropped (i.e. accuracy decreased and reaction time increased) as the objects underwent from 0 to 
180° and increased as it came closer to the default condition on both datasets. �e performance was signi�cantly 
(P �  0.05, two-tailed paired t-test) lower when the cars appeared upside down, which might be because of lack 
of informative visual features in that condition. Results of in-depth rotation showed a decrease in performance 
when the cars were mirrored (i.e. were rotated 180°) on the HSD or shown from the back view, rather than when 
they were presented frontally on both datasets. Humans accuracy showed a signi�cant negative correlation with 
correct reaction times (r �  � 0.81, p �  0.001, Pearson linear correlation). �is implies that variations a�ected both 
the accuracy and speed of recognition, and not one at the cost of the other6.

Although some conditions showed signi�cant impacts on the discrimination performance, humans achieved 
correct rates which were signi�cantly higher than those which could be achieved by chance (p �  0.001) (the 
signi�cance level was p �  0.05 for the 180° in-plane rotation condition on HSD). �is remarkable performance 
implies that humans used an invariant strategy when trying to recognize objects under variations; a strategy 
which was not easily a�ected by variations. In the following sections we investigate the feature-based mechanisms 
which might underlie this strategy.

Role of diagnostic features in object discrimination.  Using the subjects’ correct and incorrect 
responses and the Bubbles method, we extracted saliency maps for subjects in all variation conditions (Figs�5 
and 6). Results for two sample subjects on the HSD are shown in Fig.�5, for di�erent variation conditions. �e 
brightness of the pixels on car images represents the probability of the object region to lead to a correct answer 
when it is visible through the bubbles mask, with brighter pixels indicating higher probability. Red and blue areas 
indicate regions which signi�cantly led to correct and incorrect answers, respectively, which we termed ‘diagnos-
tic’ and ‘anti-diagnostic’ regions as explained earlier. Note that, we increased the gray level of the windshield and 

Figure 11. Inter-subject overlap (consistency) of the diagnostic features. (A) Inter-subject overlap of the 
diagnostic features was calculated in similar variation conditions between every possible pair of subjects 
participating in the HSD and LSD experiments. For the observer and the model, the inter-subject overlaps 
refer to calculating the overlap of the diagnostic features found on the same set of stimuli used in human 
experiments. �e error bars indicate the standard error across subject pairs. (B) �e corresponding cross-object 
cross-experiment signi�cance matrices show the Bonferroni corrected level of di�erences between the overlaps 
calculated for di�erent objects.
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side windows of Car 1 for improved visualization, whereas the actual gray level was zero in the experiments as 
shown in Fig.�1.

Visual inspection of the saliency maps of the selected subjects revealed several key characteristics of 
feature-based recognition in humans. Results of the default condition (Fig.�5, the top le�-most image in each 
panel) suggested that not all car parts contributed equally to its correct recognition. In other words, there were 
areas of diagnostic features which signi�cantly contributed to the recognition of the car whereas some other areas 
led to incorrect trials. For a detailed de�nition of car parts see Supplementary Table�S1. For instance, subject 1 
relied on the rear window as well as trunk and rear post of car 1 and relied on rear as well as a small portion of 
the front fenders of car 2 for correct recognition. A high proportion of front and rear fenders and doors of car 1 
were anti-diagnostic for subject 1 while the anti-diagnostic regions of car 2 included areas on the hood, trunk, 
roof, front posts, doors and front bumper. For subject 2, the headlights, hood, windshield, front bumper as well 
as a small proportion of the doors and windows were diagnostic of car 1. Subject 2 relied on the hood, roof and 

Figure 12. Pooled saliency maps for humans as well as computational models on the HSD. Diagnostic (red) 
and anti-diagnostic (blue) regions for car 2 on the HSD obtained from humans (top row), ideal observer 
(second panel from top) and middle/last model layers (the two bottom panels). Maps were generated by pooling 
the trials from all subjects. �e 3D car models used to generate these images are available under a Creative 
Commons Attribution-ShareAlike 3.0 Unported License (https://creativecommons.org/licenses/by-sa/3.0/) and 
were freely downloaded from (https://grey.colorado.edu/CompCogNeuro/index.php/CU3D).
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